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Abstract 
Pneumonia is an inflammation of the lungs that causes pain when breathing and 

limits oxygen intake. Pneumonia can be caused by bacteria, viruses, and fungi. 

Image processing, a branch of informatics or computer science, is a field highly 

related to the manipulation and analysis of digital images. This study aims to design 

a medical image processing system as an alternative to support the diagnosis of 

Pneumonia in the lungs using the  Least Square Support Vector Machine (LS-SVM) 

method. LS-SVM is a simpler and modified model of the SVM method. Histogram of 

Gradient (HoG) is a commonly used feature extraction method in image processing 

and object detection. The objective of this study is to improve the quality of 

healthcare services and assist in faster and more accurate clinical decision-making. 

The results show that lung image analysis using the LS-SVM method has a good 

accuracy level in the image classification process, with 2000 training data inputs 

processed in the preprocessing stage, consisting of 1000 Pneumonia images and 

1000 normal lung images, while the testing data used consisted of 500 images, with 

250 Pneumonia images and 250 normal lung images. Based on the tested data, the 

system achieved an accuracy of 81% for 1300 tests, proving that the LS-SVM 

method is effective in image processing with satisfactory results. 
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1. Introduction 

The advancement of technology has driven the adoption of digital images as the primary 

format for recording and storing visual information. The production process of photos in digital 

image form not only requires an understanding of photography but also demands a specialized 

processing known as image processing (Jiang, 2020). 

Pneumonia is an inflammation of the lungs that causes pain when breathing and limits 

oxygen intake (Cai et al., 2024). Pneumonia can be caused by bacteria, viruses, and fungi. The 

virus that causes pneumonia includes the Respiratory Syncytial Virus (RSV) (Lee et al., 2016). 

Early and accurate diagnosis is crucial to ensure timely treatment and improve patient outcomes. 

Image processing, which is a branch of informatics or computer science, is a field closely 

related to the manipulation and analysis of digital images. In the modern technological era, the 

use of computers and specialized algorithms plays a central role in the development of image 

processing techniques. The main goals of image processing are to enhance image quality, 

optimize the information it contains, and even extract specific features that can be applied in 

various fields such as pattern recognition, object detection, and more.  

 

By building a medical image processing system, the role of image processing extends 

beyond the artistic aspects of photography; it also serves as a critical component in the evolution 

of visual documentation technology across various fields of science and industry (Rayed et al., 
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2024). This research aims to design and implement a medical image processing system as an 

alternative tool to support the diagnosis of Pneumonia in the lungs using the LS-SVM (Least 

Squares Support Vector Machine) method. This system is envisioned to enhance diagnostic 

accuracy, reduce reliance on manual interpretations, and provide a faster, more reliable 

approach to identifying pneumonia cases. 

2. Literature Review 

  The adoption of automated medical image processing systems has surged with 

advancements in artificial intelligence, especially for diagnosing lung diseases such as 

pneumonia (Ortiz-Toro et al., 2022). Pneumonia, a serious inflammation of the lungs caused by 

bacteria, viruses, or fungi, requires rapid and accurate diagnosis to improve patient outcomes. 

Traditional diagnosis methods, including manual X-ray interpretation by radiologists, can be 

time-consuming and prone to human error, which highlights the need for automated solutions. 

Image processing, a specialized branch of computer science, enhances diagnostic precision by 

manipulating digital images to optimize their quality and extract important features for 

diagnosis (Irwan Prasetya Gunawan et al., 2023).  

  Least Squares Support Vector Machine (LS-SVM) is a variant of Support Vector 

Machine (SVM) that simplifies the optimization process through a squared error minimization 

approach (Husain et al., 2017). LS-SVM has gained traction in medical imaging for its 

effectiveness in binary classification tasks, such as distinguishing between healthy and diseased 

lung tissues. Studies have demonstrated that LS-SVM is highly accurate in analyzing chest X-

ray images, making it suitable for pneumonia detection. Additionally, LS-SVM’s lower 

computational requirements compared to traditional SVM make it a more practical choice for 

large-scale diagnostic applications.  

  Feature extraction is essential in medical image processing to capture distinctive 

attributes in an image that aid in classification (Husain, 2021). The Histogram of Gradients 

(HoG) technique, which captures edge orientation and texture, is widely used for extracting 

structural details in medical images. In lung pneumonia diagnosis, HoG enables the LS-SVM 

model to identify and classify irregularities indicative of infection, supporting a more precise 

diagnosis. Combined, these methods have shown promising results in providing accurate, 

reproducible, and efficient support for clinical decision-making, thus reducing diagnostic delays 

and improving healthcare service quality. 

3. Method 

 

 

 

 

 

 

 

 

 
Figure 1. Design of automatic diagnosis of lung pneumonia 

 

The proposed system architecture in this study is designed to support the automatic diagnosis 

of lung pneumonia through a series of medical image processing stages. The system consists of 

several main steps, including the collection of image datasets of Pneumonia and non-Pneumonia 

cases, feature extraction, classification using the LS-SVM method, and system performance 

measurement. The system's flow diagram is presented in Figure 1, which illustrates the 

systematic process from the initial stage to the evaluation of results. 
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3.1 Datasets of Pneumonia and non-Pneumonia 

The image dataset of Pneumonia and non-Pneumonia cases used in this study is sourced 

from the Kaggle library. Published by Paul Mooney on March 25, 2018, the data was collected 

from pediatric patients aged 1-5 years at the Guangzhou Women and Children’s Medical 

Center, Guangzhou. 

       
Figure 2. Example Dataset of Pneumonia and Non-Pneumonia Images 

3.2 Preprocessing Step 

The image pre-processing stage aims to improve image quality for optimal analysis. The first 

step is image resizing, which standardizes the dimensions of all images in the dataset to ensure 

consistency, such as resizing them to 224x224 pixels. This step helps reduce computational 

complexity and memory requirements while maintaining the integrity of image features, making 

the data suitable for processing by classification algorithms. 

The second step is converting RGB to grayscale, which simplifies the images by removing 

color information and focusing solely on intensity levels. This reduces the data's dimensionality 

and highlights key patterns, such as lung structures and abnormalities, that are crucial for 

diagnosing Pneumonia. These pre-processing steps ensure the dataset is uniform and ready for 

further analysis and classification using LS-SVM. 

3.3 Feature Extraction Step 

Histogram of Oriented Gradients (HOG) is a feature extraction method used to represent 

images by capturing the distribution of gradient orientations, which helps in recognizing objects 

(Wang et al., 2018). In the context of classifying pneumonia and non-pneumonia images, HOG 

can effectively capture texture and structural patterns in lung images. The method works by 

dividing an image into small cells, calculating the gradient at each pixel, and then constructing 

histograms of gradient orientations for these cells. The result is a compact and robust 

representation of the image's local features, which is crucial for distinguishing between infected 

and healthy lung tissue in medical imaging tasks like pneumonia detection. 

The process of extracting HOG features begins by computing the gradient magnitude and 

orientation for each pixel in the image. This step uses the following formulas for the gradient in 

the x and y directions: 
 

     (1) 
 

     (2) 

Where I(x,y) is the intensity of the image at pixel (x,y). The magnitude and orientation of the 

gradient at each pixel are then calculated as: 
 

     (3) 
 

     (4) 
 

These gradients are grouped into cells, and the histogram of gradient orientations is 

computed for each cell. The histogram typically uses nine bins, each corresponding to an 

orientation range. These cell histograms are then normalized over larger blocks to improve 

robustness against lighting variations and small geometric transformations. Once the HOG 
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features are extracted, machine learning algorithms, such as Support Vector Machines (SVM), 

are used to classify the image as either pneumonia or non-pneumonia. The power of HOG in 

medical imaging lies in its ability to capture the important structural features of the lung tissue, 

which are critical for distinguishing between healthy and infected areas.  

3.4 Classification Step 

Once the features are extracted, LS-SVM is used to classify the pneumonia and non-

pneumonia images. The LS-SVM aims to find a hyperplane (or decision boundary) that 

separates the two classes (pneumonia and non-pneumonia) in the feature space (Husain et al., 

2017). Unlike traditional SVM, which minimizes the regularization term and hinge loss 

function, LS-SVM formulates the problem as a least squares optimization problem. This 

formulation simplifies the training process by using the following objective function. 

 

     (5) 
 

Where: 

 is the weight vector (defining the decision boundary) 

 is the bias term 

are the slack variables 

 is a regularization parameter  

 is the number of training samples 

 

The LS-SVM finds a hyperplane that minimizes the sum of squared errors while maintaining 

a balance between the model’s complexity and the margin of separation between the classes. 

This approach makes LS-SVM computationally more efficient than standard SVM in some 

cases, especially for large datasets. 

3.5 System performance measurement 

  Accuracy is a fundamental metric for evaluating the performance of a classification 

system, including models designed to distinguish between pneumonia and non-pneumonia 

images (Husain & Aji, 2019). It measures the proportion of correctly classified samples (both 

pneumonia and non-pneumonia) out of the total samples evaluated. This metric is particularly 

useful in balanced datasets, where the number of samples in each class is approximately equal. 

High accuracy indicates that the model effectively captures patterns in the data and makes 

reliable predictions for both classes. The formula for accuracy is: 
 

     (6) 

Where: 

    True Positives (TP): Pneumonia cases are correctly classified as pneumonia. 

    True Negatives (TN): Non-pneumonia cases are correctly classified as non-pneumonia. 

    False Positives (FP): Non-pneumonia cases are  misclassified as pneumonia. 

    False Negatives (FN): Pneumonia cases are misclassified as non-pneumonia. 

 

4. Results And Discussion 

In this study, the dataset was processed to prepare a total of 2,000 training images, consisting 

of 1,000 pneumonia cases and 1,000 normal lung images. This balanced dataset ensures that the 
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model has an equal representation of both classes, reducing the risk of bias during training. For 

evaluation, a testing dataset of 500 images was used, comprising 250 pneumonia cases and 250 

normal lung images. Preprocessing steps included resizing images for uniformity, grayscale 

conversion to reduce complexity, and normalization to enhance the contrast of important 

features. 

The visualization in Figure 3 illustrates the extracted Histogram of Oriented Gradient (HoG) 

features from a sample image in the dataset. The HoG method captures critical texture and 

structural patterns by analyzing the local gradients and their orientations. The grid-like 

appearance with directional lines reflects the gradient magnitudes and orientations, which are 

essential in identifying features such as lung consolidations in pneumonia cases or normal 

texture patterns in healthy lungs. These HoG features form the basis for classification, providing 

the LS-SVM model with robust and discriminative information for accurately distinguishing 

between pneumonia and non-pneumonia images. This visualization validates that the feature 

extraction step successfully captures relevant information needed for effective classification. 

 

 

Figure 3. Histogram of Oriented Gradients (HoG) feature extraction visualizations 

   

 The table shows examples of classification results from the proposed pneumonia detection 

system. It includes three cases: one correctly classified normal image, one correctly classified 

pneumonia image, and one misclassified pneumonia image. The first case, labeled as "Normal 

053," was accurately predicted as normal, demonstrating the system's ability to identify healthy 

lung patterns. Similarly, the second case, "Pneumonia 077," was correctly classified as 

pneumonia, reflecting the system's effectiveness in detecting abnormal lung conditions. 

However, in the third case, "Pneumonia 078," the system misclassified the pneumonia image as 

normal, highlighting a limitation in distinguishing certain pneumonia patterns.  

 

Table 1. Example of Classification Results Using the Proposed Method 

Image Label Prediction 

 

Normal 053 Normal 
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Pneumonia 077 Pneumonia 

 

Pneumonia 078 Normal 

   

  In this study, two tests were conducted. In the first scheme, the system utilized 1,000 

training data to train the model and 300 test data to evaluate its performance. Based on the 

testing results in Table 1, the system achieved a prediction accuracy rate of 75.0%, with a 

breakdown of 225 correct predictions and 75 incorrect predictions. Although an accuracy rate of 

75% demonstrates a reasonably good performance, it still leaves room for further improvement. 

The potential for enhancement can be pursued by increasing the amount of training data. 

  Table 2. Confusion Matrix for LS-SVM Classification Testing Using 300 Test Data 

TP FP FN TN Accuracy (%) 

88 62 13 137 75% 

  

  In the results of the second scenario testing, the researchers expanded the dataset by adding 

2,000 images for training and 500 images for testing. From this experiment, the accuracy rate 

increased to 81.0%. Out of the 500 test data, 405 were correctly classified, while 95 were 

misclassified. This improvement in accuracy demonstrates that with more data, the model can 

learn better and produce more accurate predictions. 

Table 3. Confusion Matrix for LS-SVM Classification Testing Using 500 Test Data 

TP FP FN TN Accuracy (%) 

138 92 3 267 81% 

5. Conclusions 

This study developed an automated medical image processing system for the diagnosis of 

Pneumonia in the lungs using the LS-SVM (Least Squares Support Vector Machine) method. 

The system aims to enhance accuracy and speed in clinical decision-making related to 

pneumonia diagnosis. Through image processing using the HoG (Histogram of Oriented 

Gradients) feature extraction, the system processed 2,000 training data and 500 test data, 

consisting of pneumonia and normal lung images. The test results showed an accuracy of 81%, 

demonstrating the effectiveness of the LS-SVM method in medical image classification with 

satisfactory results. This system can serve as an alternative to support pneumonia diagnosis, 

reduce human error, and speed up the diagnostic process, although there is still room for 

improvement, particularly in increasing the training data. 
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