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Abstract 

Electricity demand forecasting is critical for efficient energy management and 

planning. This study focuses on the development and implementation of the 

Autoregressive Integrated Moving Average (ARIMA) method for forecasting 

electricity demand in South Sulawesi's power system. The evaluation of forecasting 

accuracy was conducted using the Mean Absolute Percentage Error (MAPE), which 

measures the percentage error between predicted and actual values. Two 

experiments were conducted with different ARIMA models: ARIMA(5,1,0) and 

ARIMA(2,0,1). Results showed that the ARIMA(5,1,0) model achieved a MAPE of 

2.15%, while the ARIMA(2,0,1) model performed slightly better with a MAPE of 

1.91%, indicating highly accurate predictions. The findings highlight the 

effectiveness of the ARIMA method in forecasting electricity demand, providing a 

reliable tool for energy providers to optimize resource allocation and enhance 

operational efficiency. Future research may explore integrating ARIMA with other 

advanced methods to further improve forecasting performance. 
 

Keywords—ARIMA, Electricity Demand Forecasting, Time Series Analysis, MAPE, 

Forecasting Models. 

1. Introduction 

The increasing demand for electricity necessitates effective planning strategies, one of which 

involves forecasting electricity usage based on historical data (Ahmad & Zhang, H, 2020). The 

Autoregressive Integrated Moving Average (ARIMA) method has been a widely used approach 

in time series forecasting due to its ability to analyze historical patterns and provide accurate 

predictions (Schaffer et al., 2021). Several studies published in reputable journals support the 

effectiveness of ARIMA for this application (Song & Cao, 2022). 

Research (Nepal et al., 2020) in Energy Reports applied ARIMA to forecast short-term 

electricity demand in Europe. The study demonstrated that ARIMA achieved a Mean Absolute 

Percentage Error (MAPE) of 6.5%, indicating good predictive accuracy (Mystakidis et al., 

2024). However, the model's performance declined when handling more complex seasonal 

patterns. Similarly, Chen et al. (2021) in Applied Energy combined ARIMA with Long Short-

Term Memory (LSTM) to improve electricity forecasting in urban areas of China (Alizadegan 

et al., 2024). This hybrid approach reduced the MAPE to 3.2%, but it required significant 
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computational resources, making it less suitable for small-scale applications (Kondaiah et al., 

2022). 

Furthermore, Rahman et al. (2022) in Renewable and Sustainable Energy Reviews evaluated 

the performance of ARIMA for electricity demand forecasting in South Asia. The findings 

revealed that ARIMA struggled with high fluctuations in daily data, often caused by sudden 

changes in weather or economic activities. Meanwhile, Al-Turki and Basheer (2023) in the 

Journal of Energy Systems highlighted the need for integrating ARIMA with other methods to 

enhance its performance in handling seasonal variability. 

These studies indicate that ARIMA is a reliable method for electricity demand forecasting 

but has limitations in capturing complex seasonal patterns and managing dynamic real-time 

data. To address these gaps, this study aims to optimize ARIMA by adapting it to handle 

seasonal fluctuations, incorporating regional analyses, and evaluating its performance using 

real-time data. This approach is expected to contribute significantly to improving the accuracy 

of electricity demand forecasting, thereby supporting more efficient and sustainable energy 

management. 

2. Method 

The methodology for this study was systematically designed to ensure accurate forecasting 

of electricity demand using the Autoregressive Integrated Moving Average (ARIMA) model, 

with rigorous evaluation through the Mean Absolute Percentage Error (MAPE). The 

methodological steps are described below in detail: 

2.1 Data Collection 

Data collection for this study involved sourcing historical electricity consumption and 

system attributes from reliable sources. Key data included the RUPTL 2021-2030 Document, 

which provides projections for electricity consumption growth in South, Southeast, and West 

Sulawesi, and power balance data for 2021-2022, detailing monthly peak load data from 

January 2020 to December 2022. The study focused on four key attributes: DMP (total electrical 

energy produced), BP (peak load), Cad (reserve capacity), and Status (system condition). Data 

was recorded monthly to align with operational planning and industrial demand trends. A 

literature review also supported the analysis, focusing on demand forecasting and ARIMA-

based methods. 

2.2 Preprocessing 

Preprocessing ensures the dataset is suitable for ARIMA modeling. Key steps include: 

2.2.1 Handling Missing Data: 

Missing values were identified and addressed through: 

o Linear Interpolation: For small gaps in continuous data. 

o Seasonal Mean Imputation: For significant missing periods, the average 

demand from the same seasonal period was used. 

2.2.2 Outlier Detection and Handling: 

Outliers were identified using the Interquartile Range (IQR) and Z-score methods. 

Depending on their nature, outliers were either smoothed or removed. 

2.2.3 Stationarity Testing: 

Stationarity is a prerequisite for ARIMA. 

o The Augmented Dickey-Fuller (ADF) Test was applied, with p-values below 

0.05 indicating stationarity. 
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o If non-stationary, differencing was applied to stabilize the mean, while 

transformations like logarithmic scaling were used to reduce variance. 

2.2.4 Seasonality Decomposition: 

The dataset was decomposed into trend, seasonal, and residual components using 

Seasonal Decomposition of Time Series (STL) for a deeper understanding of patterns. 

2.3 ARIMA Model Development 

The ARIMA model development followed a structured workflow: 

2.3.1 Model Identification: 

Initial parameters (p,d,q) were determined based on the analysis of the Autocorrelation 

Function (ACF) and Partial Autocorrelation Function (PACF). 

o p (autoregressive order): Determined from PACF plot. 

o d (degree of differencing): Determined through stationarity testing. 

o q (moving average order): Determined from ACF plot. 

2.3.2 Parameter Optimization: 

o Multiple ARIMA models with varying (p,d,q) combinations were tested. 

o The best-fitting model was selected based on the lowest Akaike Information 

Criterion (AIC) and Bayesian Information Criterion (BIC) values. 

2.3.3 Cross-Validation: 

o The dataset was split into training (80%) and testing (20%) subsets. 

o Time-based cross-validation was performed to evaluate model stability and 

prevent overfitting. 

2.4 Forecasting and Validation 

The optimal ARIMA model, identified as ARIMA (p,d,q), was used to generate electricity 

demand forecasts. Validation involved: 

1. Testing on Held-Out Data: Predicted values were compared against actual values from 

the test set. 

2. Error Metrics: 

o Mean Absolute Percentage Error (MAPE) was calculated to measure accuracy: 

 
o Additional metrics like Root Mean Square Error (RMSE) and Mean Absolute 

Error (MAE) were computed for robustness. 

3. Residual Analysis: Residual plots and statistical tests (e.g., Ljung-Box test) ensured that 

residuals were white noise, confirming model validity. 

2.5 Performance Evaluation 

Performance was evaluated based on MAPE, categorized as: 

• < 10%: Very good. 

• 10–20%: Good. 

• 20–50%: Fair. 

• > 50%: Poor. 
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Forecast accuracy was compared against baseline models such as naive and seasonal naive 

models to assess ARIMA's relative performance. 

 

3. Results And Discussion 

Based on the conducted study, the evaluation of the forecasting results using the ARIMA 

method showed excellent accuracy based on the MAPE (Mean Absolute Percent Error) value. 

The following is a discussion of each experiment performed: 

First Experiment Results 

In the first experiment, the best model selected was ARIMA(5,1,0)(0,0,0)[1]. This model 

was used to forecast the peak electricity load in the South Sulawesi power system for October 

2022. Based on the calculations, the MAPE value obtained was 2.15%, which falls under the 

Very Good category according to the MAPE value criteria table. 

 

 
 

Figure 1. Forecasting Results of Experiment 1. 

 

 
 

Figure 2. Chart of Forecasting Results using the auto ARIMA model in the First Experiment 

 

The prediction result table revealed that most of the absolute percentage error values 

between the actual and predicted data were below 5%, indicating relatively accurate predictions. 

The forecasting graph also showed that the predicted pattern closely matched the actual data 

pattern. Thus, the ARIMA(5,1,0) model provided very good forecasting results in this 

experiment. 
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Second Experiment Results 

In the second experiment, the best model selected was ARIMA(2,0,1)(0,0,0)[1]. This model 

was used to forecast the peak electricity load data for July 2023. Based on the calculations, the 

MAPE value obtained was 1.91%, which also falls under the Very Good category. This value 

is lower than that of the first experiment, indicating that this model generated more accurate 

predictions. 

 

 
 

Figure 3. Forecasting Results of Experiment 2. 

 

 
 

Figure 4. Chart of Forecasting Results using the auto ARIMA model in the Second Experiment 

 

The prediction result table showed that there were four days with the difference between the 

predicted and actual data close to 0%. Additionally, most of the absolute error values were 

below 3%, indicating a very high accuracy level. The forecasting graph also showed that the 

predicted pattern was almost identical to the actual data, making the prediction validation very 

convincing. 

 

Comparison and Discussion 

A comparison between the two experiments showed that the ARIMA(2,0,1) model in the 

second experiment provided better results compared to ARIMA(5,1,0) in the first experiment, 

with a lower MAPE value (1.91% vs 2.15%). This indicates that the selection of the appropriate 

model parameters has a significant impact on the forecasting accuracy. 

Overall, the use of MAPE as a performance indicator for the forecasting system provided an 

objective assessment of the prediction results. The low MAPE values in both experiments 
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indicate that the ARIMA model used is highly suitable for the peak electricity load data 

characteristics in the South Sulawesi region. 

With high prediction accuracy, these forecasting results can serve as a reference for decision-

making in planning and managing the electricity power system, ultimately improving 

operational efficiency and reducing the risk of peak electricity load estimation errors. 

4. Conclusions 

The study successfully applied the ARIMA model to forecast peak electricity load in the 

South Sulawesi power system. The results demonstrated that the ARIMA models used provided 

highly accurate forecasts, with MAPE values indicating excellent prediction performance. The 

ARIMA(5,1,0)(0,0,0)[1] model in the first experiment achieved a MAPE of 2.15%, while the 

ARIMA(2,0,1)(0,0,0)[1] model in the second experiment achieved an even better MAPE of 

1.91%. These low MAPE values suggest that the ARIMA models are highly effective for 

forecasting peak electricity load in the region. 

The findings highlight the importance of selecting appropriate model parameters, as 

evidenced by the improved accuracy in the second experiment with the ARIMA(2,0,1) model. 

The results are valuable for energy system planning, as accurate demand forecasting can lead to 

better management of electricity generation and distribution, improving operational efficiency 

and reducing risks associated with inaccurate load predictions. Future studies may explore 

additional methods or models to further enhance forecasting accuracy and adapt to evolving 

electricity demand trends. 
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