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Abstract 

Chocolate, derived from the processing of cocoa beans (Theobroma cacao), is a 

widely consumed product with potential health risks when consumed excessively. 

This study investigates the classification of chocolate consumption behaviors using 

the Support Vector Machine (SVM) algorithm and evaluates its classification 

performance. A benchmark dataset on chocolate consumption was employed, 

partitioned into nine folds for training and testing purposes. To mitigate issues 

related to data imbalance, the Synthetic Minority Over-sampling Technique 

(SMOTE) was applied. The experimental findings indicate that SVM, enhanced by 

SMOTE, demonstrates a reliable capacity for classifying chocolate consumption 

categories. Performance evaluation across multiple experiments revealed variations 

in Accuracy, Precision, Recall, and F1-Score, with overall accuracies ranging from 

50% to 60%, suggesting moderate but consistent classification performance. 
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1. Introduction 

Chocolate, derived from cocoa beans (Theobroma cacao), is a significant agricultural 

commodity that has been cultivated in Indonesia since 1560, although it only became an 

important economic product around 1951. Today, Indonesia ranks as the third-largest 

producer of cocoa beans in the world, following Côte d'Ivoire and Ghana (Fauzi et al., 

2022; Kusmawanto, 2022). The cocoa industry holds considerable potential within 

Indonesia’s agricultural sector, contributing to both domestic consumption and 

international trade. 

Beyond its economic value, chocolate offers various health benefits. It is known to 

stimulate the release of neurotransmitters that enhance mood and to provide high levels 

of antioxidants (Kesehatan, 2020). Chocolate also contains vitamins and minerals and 

promotes the release of endorphins in the brain, contributing to pain relief and overall 

well-being (Febriansyah, Nuha, & Kamal, 2021; Ikawati & Studi IV Kebidanan, n.d.). 

Endorphins act as natural analgesics, reducing pain intensity, particularly in cases such 

as menstrual pain (Jain et al., 2019; Mannem et al., 2022). 

Additionally, chocolate contains various alkaloids, such as theobromine and 

phenylethylamine, which produce psychological effects (Cova et al., 2019; Fusar-Poli et 

al., 2022; Gopalakrishnan et al., 2021). The presence of tryptophan, an amino acid that 
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serves as a precursor to serotonin, further supports chocolate’s impact on mood 

regulation (Dala-Paula et al., n.d.; Kanova & Kohout, 2021). 

Despite these benefits, chocolate also contains compounds that can have addictive 

effects. Substances like tryptophan, phenylethylamine, enkephalin, and anandamide 

may encourage frequent consumption and generate psychoactive effects that reduce 

anxiety (Ross, 2021; Swidan & Bennett, 2020). Excessive consumption, however, may 

result in negative health outcomes such as weight gain, obesity, anxiety, irregular 

heartbeat, dental and bone health problems, gastrointestinal disorders, and even 

increased cancer risk. 

Given these concerns, it is important to understand consumption patterns to 

anticipate potential risks. Therefore, this study aims to classify chocolate consumption 

using the Support Vector Machine (SVM) algorithm to predict the likelihood of 

individuals developing chocolate addiction. The consumption levels will be categorized 

into seven classes: never consumed, more than a decade, a decade, a year, a month, a 

week, and daily consumption (Murphy, 2022; Raschka & Mirjalili, 2019). 

2. Method 

2.1 Research Design 

This research employs a quantitative approach with a classification model to predict 

chocolate consumption behaviors using the Support Vector Machine (SVM) algorithm. The 

study utilizes a benchmark dataset on chocolate consumption patterns, categorized based on 

frequency. The research is designed to determine the effectiveness of the SVM algorithm in 

classifying different levels of chocolate consumption, with an emphasis on addressing data 

imbalance using the Synthetic Minority Over-sampling Technique (SMOTE). 

2.2 Data Collection 

The data used in this study was obtained from a benchmark dataset available in the UCI 

Repository. The dataset used is the Drug Consumption Quantified dataset, which can be 

accessed via UCI Repository. This dataset contains 1885 rows of data and 13 columns, with 12 

variables representing respondent characteristics and 7 classes representing different levels of 

chocolate consumption. 

Chocolate consumption is categorized into seven classes, namely: 

• Never consumed 

• More than a decade 

• A decade 

• A year 

• A month 

• A week 

• A day 

These classes represent the frequency of chocolate consumption reported by individuals in 

the dataset. Prior to being used in the research, the data has been normalized to ensure all 

variables are on the same scale, which is crucial for improving the performance of machine 

learning algorithms, particularly the Support Vector Machine (SVM) model. 

The variables in the dataset include factors such as age, gender, socio-economic status, as 

well as responses to questions regarding other chocolate consumption behaviors. Data collection 

was conducted by studying reports related to chocolate consumption, which have been 

categorized and grouped into classes based on different consumption frequencies. This data is 

expected to reflect varying chocolate consumption patterns across a broad population. 

https://archive.ics.uci.edu/dataset/373/drug+consumption+quantified
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After the data collection phase, the dataset is then processed and split into training data and 

test data for the purpose of classification modeling using SVM. 

2.3 Data Preprocessing 

Before analysis, the dataset undergoes several preprocessing steps to prepare it for the 

classification process. The following steps are performed: 

• Data Cleaning: Missing or inconsistent data is handled by imputation techniques or 

removal of affected data points. 

• Normalization: Numerical features are normalized to ensure that the SVM algorithm 

can process them effectively. 

• Data Balancing: Given the imbalanced nature of the dataset (with some categories 

having fewer samples), the SMOTE technique is applied to oversample the minority 

class, ensuring that the model does not favor the majority class. 

2.4 Support Vector Machine 

The SVM algorithm is employed to classify the chocolate consumption patterns based on the 

features present in the dataset. SVM is chosen due to its effectiveness in high-dimensional 

spaces and its ability to handle both linear and non-linear classification problems. 

The SVM model is trained using the training set and then evaluated using the test set. The 

classification process involves: 

• Training: The SVM algorithm is trained on the labeled dataset to learn the decision 

boundaries between different consumption categories. 

• Testing: The model is tested on unseen data to evaluate its ability to correctly classify 

the chocolate consumption patterns. 

2.5 Evaluation Metrics 

The performance of the SVM algorithm is evaluated using several metrics: 

• Accuracy: The proportion of correctly classified instances among all instances. 

• Precision: The proportion of true positive instances among all instances predicted as 

positive for each class. 

• Recall: The proportion of true positive instances among all actual positive instances. 

• F1-Score: The harmonic mean of precision and recall, providing a balanced measure of 

classification performance. 

These metrics are computed for each of the seven classes to assess the model’s overall 

performance and identify any potential areas for improvement. 

2.6 Experimental Setup 

The dataset is split into nine partitions, with each partition serving as the testing set once, 

while the remaining partitions are used for training. This technique, known as cross-validation, 

helps to ensure that the model's performance is generalizable and not dependent on a particular 

data split. Each experiment involves running the SVM algorithm with different configurations, 

adjusting hyperparameters such as the kernel type and regularization parameter to optimize 

performance. 

2.7 Tools and Software 

The research utilizes the Python programming language for data preprocessing, model 

development, and evaluation. Key libraries include: 

• Scikit-learn: For implementing the SVM algorithm and other machine learning tools. 

• Pandas: For data manipulation and preprocessing. 

• Imbalanced-learn: For applying the SMOTE technique to balance the dataset. 
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3. Results And Discussion 

3.1 Performance Metrics 

The performance of the Support Vector Machine (SVM) classification model was evaluated 

using several performance metrics: accuracy, precision, recall, and F1-score. These metrics 

provide a comprehensive understanding of the model's effectiveness in classifying chocolate 

consumption patterns. 

The results for each partition of the training and testing data are summarized in Table 1. The 

table shows the accuracy, precision, recall, and F1-score values for various training-to-testing 

splits. 

Table 1. Results of Accuracy, Precision, Recall, and F1-Score for Each Data Partition 

Data Train Data Test Accuracy Precision Recall F1-Score 

90% 10% 0.67 0.65 0.67 0.64 
80% 20% 0.65 0.62 0.65 0.62 
70% 30% 0.64 0.62 0.64 0.61 
60% 40% 0.62 0.60 0.62 0.59 
50% 50% 0.62 0.61 0.62 0.60 
40% 60% 0.61 0.57 0.61 0.58 
30% 70% 0.58 0.56 0.58 0.56 
20% 80% 0.55 0.53 0.55 0.52 
10% 90% 0.49 0.45 0.49 0.45 

 

 

 
 

Figure 1. Comparison of Accuracy, Precision, Recall, and F1-Score of Each Classification Method in 

Each Data Partition 

 

From the table, it can be observed that the model's performance improves as the percentage 

of training data increases. The highest performance is achieved with 90% training data and 10% 

testing data, where the accuracy is 67%, precision is 65%, recall is 67%, and F1-score is 64%. 

3.2 Effect of Training Data Size 

The analysis of the results clearly shows that as the size of the training data increases, the 

performance of the model improves. For instance, when the model is trained with 90% of the 
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data, it achieves the highest accuracy and other metrics. This suggests that larger training 

datasets allow the model to learn more effectively and generalize better to unseen data. 

On the other hand, when the proportion of training data is reduced (e.g., 50% training and 

50% testing), the model’s performance drops. For example, with 50% training data, the 

accuracy drops to 62%. This indicates that the model struggles to generalize effectively when a 

smaller portion of the data is used for training. 

Additionally, with only 10% of the data used for training, the performance significantly 

declines, with accuracy dropping to 49%, and both precision and recall also showing similar 

reductions. This emphasizes the importance of having sufficient training data for effective 

model training and classification. 

3.3 Impact of Oversampling with SMOTE 

To address the issue of class imbalance, the Synthetic Minority Over-sampling Technique 

(SMOTE) was applied to balance the dataset. SMOTE generates synthetic samples for the 

minority classes, which helps to ensure that the classifier is not biased toward the majority class. 

After applying SMOTE, the data was re-split into training and testing sets as shown in Table 2. 

The increased balance in the dataset allowed the model to better handle the minority classes, 

resulting in improved overall performance. 

Table 2. Data Split After SMOTE Application 

Data Train Data Test 

5084 565 
4519 1130 
3954 1695 
3389 2260 
2824 2825 
2259 3390 
1694 3955 
1129 4520 
564 5085 

 
The application of SMOTE led to more balanced class distributions and helped the model 

achieve better results across all performance metrics. 

3.4 Kernel Comparison and Parameter Tuning 

The choice of kernel in the SVM model is crucial for achieving optimal performance. The 

model was evaluated with three different kernel types: Radial Basis Function (RBF), 

Polynomial, and Linear. Figure 2 shows that the RBF kernel performed the best in terms of 

accuracy, precision, recall, and F1-score. This result aligns with previous research that suggests 

the RBF kernel is often the most effective for non-linear classification problems, such as the 

classification of chocolate consumption patterns in this study. The RBF kernel was particularly 

effective in capturing complex, non-linear relationships in the data, leading to better overall 

performance compared to the Polynomial and Linear kernels. 

 



 

 
ISSN (online): 2723-1240                                 ◼     

  

DOI : https://doi.org/10.61628/jsce.v6i2.1860                                ◼185 

 
 

Figure 2. Comparison of RBF, Polymonia and Linear Kernels. 

3.5 Interpretation and Future work 

In summary, the Support Vector Machine (SVM) model, combined with SMOTE for 

addressing class imbalance, proved to be effective in classifying chocolate consumption 

patterns. The model's performance was best when 90% of the data was used for training, 

achieving an accuracy of 67%, along with good precision (65%) and recall (67%). 

Key findings include: 

• Larger training data results in better model performance. 

• SMOTE was essential in balancing class distributions and improving model predictions. 

• The RBF kernel was the most suitable for this classification problem. 

Future work could focus on further optimizations, such as hyperparameter tuning using grid 

search, and potentially incorporating additional features to improve model performance. 

Additionally, exploring different machine learning algorithms may provide further insights into 

the most effective approaches for classifying chocolate consumption behaviors. 

4. Conclusions 

This study aimed to classify chocolate consumption patterns using the Support Vector 

Machine (SVM) algorithm with benchmark data from the UCI Repository. The results show that 

the SVM algorithm proved to be effective in classifying chocolate consumption, with the model 

achieving an accuracy of up to 67%. The precision, recall, and F1-score were also relatively 

good when 90% of the data was used for training. The study also highlighted the significant 

impact of training data size on model performance, where increasing the percentage of training 

data improved the accuracy and other evaluation metrics. Furthermore, the application of the 

Synthetic Minority Oversampling Technique (SMOTE) played a crucial role in addressing class 

imbalance, ensuring that the model could classify minority classes more accurately. In terms of 

kernel selection, the Radial Basis Function (RBF) kernel performed the best, effectively 

handling non-linear relationships in the data. This study recommends further research to explore 

more parameter optimization, alternative machine learning techniques, and additional features to 

enhance model performance. Overall, the SVM algorithm, combined with SMOTE for class 

imbalance handling, was shown to be a promising approach in classifying chocolate 

consumption patterns with satisfactory results. 
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