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Abstract 
The continuously increasing growth of electricity demand necessitates accurate and 

systematic planning of electric power systems to ensure power flow quality and 

system reliability. Ternate City, as one of the major activity centers in North Maluku 

Province, has experienced a substantial rise in electricity consumption, thereby 

requiring an effective and reliable load forecasting approach. This study aims to 

predict the daily electricity load in Ternate City using the Extreme Learning Machine 

(ELM) method. The analysis is conducted using historical electricity load data, which 

are processed through data preprocessing stages, dataset partitioning into training 

and testing sets, and ELM-based modeling. The performance of the proposed model 

is evaluated using the Mean Absolute Percentage Error (MAPE). The results indicate 

that the MAPE values for the training dataset range from 5.84% to 13.63%, 

corresponding to very good to good performance categories. Meanwhile, the testing 

dataset yields MAPE values ranging from 13.45% to 33.09%, which fall within the 

good to sufficient performance categories. Furthermore, the prediction results are 

able to accurately capture daily electricity load fluctuation patterns from Monday to 

Sunday, including peak load periods. Based on these findings, the ELM method 

demonstrates strong potential as a reliable approach to support electric power system 

planning and to enhance the quality and reliability of electricity supply in Ternate 

City. 
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1. Introduction 

The demand for electrical energy continues to increase along with population growth, 

economic development, and the expansion of social and industrial activities. This condition 

necessitates accurate and systematic planning of electric power systems to ensure power flow 

quality and system reliability. Ternate City, as one of the major activity and growth centers in 

North Maluku Province, has experienced a substantial increase in electricity load, thereby 

requiring appropriate power system planning to support sustainable energy supply and reliable 

system operation. 

Effective electric power system planning is highly dependent on the accuracy of electricity 

load growth forecasting. Inaccurate load prediction may lead to various technical problems, 
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including voltage quality degradation, increased power losses, and power flow imbalances in 

distribution networks (Ilyas et al., 2022). Therefore, accurate electricity load forecasting plays a 

crucial role in supporting decision-making processes related to network development, generation 

capacity expansion, and improvements in the quality and reliability of electricity services. 

Conventional electricity load forecasting methods generally exhibit limitations in modeling 

nonlinear and complex data patterns (Ilyas et al., 2021), (Brahim et al., 2025), (Said & Ilyas, 

2024). With the advancement of computational technologies, artificial intelligence–based 

approaches, particularly artificial neural networks, have been widely applied to improve 

prediction accuracy (Caessar & Nrartha, 2024), (Malini et al., 2025). One of the emerging 

methods is the Extreme Learning Machine (ELM), which is a single hidden-layer feedforward 

neural network that offers advantages in terms of fast training speed and strong generalization 

capability. Existing studies predominantly focus on large interconnected systems and long-term 

forecasting horizons, while investigations on daily load forecasting in small-scale island power 

systems remain limited. 

Addressing this research gap, the present study applies the Extreme Learning Machine (ELM) 

to predict daily electricity load in the island power system of Ternate City, with particular 

emphasis on capturing weekday–weekend demand variations and peak load characteristics. The 

novelty of this study lies in demonstrating the effectiveness of ELM for short-term daily load 

forecasting in a geographically isolated power system, where load patterns are strongly influenced 

by local activity cycles. By focusing on detailed daily fluctuation behavior rather than aggregated 

long-term demand, this research provides practical insights to support operational planning and 

reliability enhancement in small-scale island electricity systems. 

The results of this study are expected to contribute to more reliable decision-making in electric 

power system operation and planning in island regions, as well as to enrich the body of knowledge 

on the application of machine learning techniques for electricity load forecasting in isolated and 

developing power systems 

2. Method 

This study employs a quantitative approach using an artificial intelligence-based forecasting 

method, namely the Extreme Learning Machine (H. Wang et al., 2024), to predict electricity load 

growth in Ternate City. The research methodology is systematically structured, beginning with 

data collection and preprocessing, followed by model design, training, and testing phases, and 

concluding with the evaluation of prediction results in relation to power flow quality. 

2.1 Research Data 

The data used in this study consists of historical electricity load data for Ternate City obtained 

from the Kastela Substation. The dataset includes daily load values recorded from January to 

December 2023. These historical data serve as the primary input for the training and testing 

processes of the Extreme Learning Machine (ELM) model. 

2.2 Extreme Learning Machine 

Extreme Learning Machine (ELM) is a neural network–based learning approach employing a 

Single Hidden Layer Feedforward Neural Network (SLFN) architecture, which was developed to 

address the limitations of conventional training methods (Morais, 2022), (H. Wang et al., 2024), 

(Zhao et al., 2022). In ELM, the input-to-hidden layer weights and bias terms are randomly 

assigned and remain fixed during the training phase, while the output layer weights are 

analytically determined using the Moore–Penrose pseudoinverse method (Kızıldağ et al., 2024), 

(de Mattos Neto et al., 2021), (Sun et al., 2023). This training strategy significantly reduces 

computational complexity and training time, while preserving the model’s generalization 

capability in capturing nonlinear relationships within the data. Owing to these advantages, ELM 

has been widely applied in prediction and forecasting tasks, including electrical load forecasting, 
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where it demonstrates reliable accuracy and computational efficiency for power system 

applications. 
The forecasting process based on the Extreme Learning Machine (ELM) method comprises three 

principal stages, namely the random initialization of input weights and bias terms, the computation of 

hidden layer outputs, and the analytical estimation of the output weights. This formulation avoids iterative 

weight adjustment, thereby improving computational efficiency (Morais, 2022), (J. Wang et al., 2022), 

(J. Wang et al., 2022). The learning speed of conventional feedforward neural networks is further 

enhanced through the ELM framework, as reported in previous studies (Ilyas et al., 2021), Accordingly, 

the architectural design of the ELM model applied in this study is presented as follows. 

 

 

 
 

Figure 1. Extreme Learning Machine (ELM) Architecture 

2.3 Mathematical Model of the Extreme Learning Machine (ELM) 

The mathematical model of the Extreme Learning Machine (ELM) is designed to enhance the 

training efficiency of Single Hidden Layer Feedforward Neural Networks (SLFN). The model 

achieves high computational speed through a simplified training mechanism in which input-to-

hidden weights are randomly initialized and kept fixed during learning (Kireyna Cindy Pradhisa 

& Yotenka, 2024). Accordingly, an ELM model with m units in a single hidden layer is 

formulated as follows. 

 

𝑋̂𝑡 = ∑ 𝛽𝑖
𝑚
𝑖=1 𝑔 (𝑤𝑖  . 𝑥𝑗 + 𝑏𝑖)                                 (1) 

 

Where: 

𝑥 ̂𝑡 = prediction data, 

𝛽𝑖 = weight connecting the hidden neuron to the output neuron, 

𝑤𝑖 = weight connecting the input neuron to the hidden neuron, 

𝑥𝑗 = input data vector, 

𝑏𝑖 = bias weight to the hidden neuron. 

2.3.1 Mathematical Model of ELM Training 

Training data represent a subset of the complete dataset utilized in the construction and 

parameter adjustment of the machine learning model. These data provide the basis for the learning 

algorithm to identify patterns and relationships within the dataset. The mathematical formulation 

used to compute the hidden layer output during the training phase is expressed as follows: 

 

𝐻init ij = (∑ = 1 𝑤𝑗𝑘  . 𝑥𝑖𝑘
𝑛
𝑘 ) +  𝑏𝑗                                        (2) 

 

Where: 

𝐻𝑖𝑛𝑖𝑡 = Hidden layer output matrix, 
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𝑖 = [1, 2, …, 𝑁], where 𝑁 is the total number of data, 

𝑗 = [1, 2, …, 𝑁̃], where 𝑁̃ is the total number of hidden neurons, 

𝑛 = Number of input neurons, 

𝑤 = Input weight, 

𝑥 = Input data used, 

𝑏 = Bias value, 

 

The following mathematical expression is used to analytically compute the output weight 

values. 

 

𝛽 = 𝐻+𝑇                                                  (3) 

 
Where: 

𝛽 = Output weight matrix, 

𝐻+ = Moore-Penrose matrix, generalized inverse of matrix 𝐻, 

𝑇 = Target matrix. 

2.3.2 Mathematical Model of ELM Testing 

The testing model constitutes a portion of the dataset used to evaluate the generalization 

capability of the machine learning model developed during the training phase. These data are 

employed to assess the accuracy and performance of the model in predicting previously unseen 

data. The mathematical expression used to compute the output layer values is presented as 

follows: 

 

𝑦 = 𝐻 𝛽                                                 (4) 

 

Where: 

𝑦 = Output layer, which is the prediction result, 

𝐻 = Output weight value obtained from the training process, 

𝛽 = Output in the hidden layer calculated using the activation function. 

2.3.3 Data Denormalization Process 

The data denormalization stage aims to restore the predicted values that have undergone 

normalization to their original data scale. This process is necessary to ensure that the prediction 

results can be directly interpreted according to the original measurement units. The equation 

employed in the denormalization process is expressed as follows: 

 

𝑑 = 𝑑′(max − min) + min                              (5) 

 

Where: 

𝑑′= normalized predicted value, 

d = predicted value after conversion to the original scale, 

min = minimum value in feature data set 𝑋, 

max = maximum value in feature data set 𝑋 

2.3.4 ELM Performance Evaluation 

The performance of the prediction model is evaluated using several error metrics, namely 

the Mean Absolute Percentage Error (Román et al., 2024), (Abbas et al., 2025), (Hussain et al., 

2025), Mean Squared Error (Jain & Gupta, 2024), (Yu, 2024), and Root Mean Squared Error 

(Shafiullah et al., 2021), (Alsalem, 2025). The formulation of these performance evaluation 

metrics is presented in the following equations. 
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a. Mean Absolute Percentage Error (MAPE)  

 

𝑀𝐴𝑃𝐸 =  
1

𝑛
 ∑ |

𝑌𝑖− 𝑌̂𝑖

𝑌𝑖
|  × 100 %𝑛

𝑖=1                                             (6) 

 

b. Mean Squared Error (MSE) 
 

MSE =
1

𝑛
∑ (

𝑛

𝑖=1
𝑌𝑖 − 𝑌̂𝑖)2                                                  (7) 

 

c. Root Mean Squared Error (RMSE) 
 

RMSE = √
1

𝑛
∑ (

𝑛

𝑖=1
𝑌𝑖 − 𝑌̂𝑖)2                                                 (8) 

 

Where: 

𝑛 = number of test data, 

𝑌𝑖 = actual value of the i-th electrical load, 

𝑌̂𝑖 = predicted value of the i-th electrical load 

 Lower values of Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE), and 

Root Mean Squared Error (RMSE) indicate smaller prediction errors and, consequently, higher 

model accuracy. Therefore, the employed model can be considered to exhibit more optimal 

performance in forecasting electrical load growth. Furthermore, the following table presents the 

commonly used interpretation of MAPE value thresholds as a reference in related studies. 

Table 1. Interpretation of Mean Absolute Percentage Error (MAPE) Values 

MAPE Value (%) Accuracy Interpretation 

< 10 Very good 

10 – < 20 Good 

20 – < 50 Fair 

≥ 50 Poor 

 

3 Results And Discussion 

3.1 Daily Load Forecasting 

Daily electrical load forecasting from Monday to Saturday is conducted to identify load 

variation patterns associated with the characteristics of community activities on each day. Each 

day exhibits a distinct load profile influenced by the level of activity in the residential, office, and 

commercial sectors. This analysis aims to evaluate the model’s capability to capture hour-by-hour 

load fluctuation patterns for each day, as well as to assess the consistency and accuracy of the 

employed method in forecasting variations in electrical demand over the considered period. A 

more detailed discussion of the daily load forecasting results is presented in the following 

sections. 

3.1.1 Monday's Electricity Load Forecast 

The electrical load profile for Monday is presented to illustrate the pattern of load variations 

over 24 hours and to compare the forecasted values with the actual data as a basis for evaluating 

the performance of the proposed model. 
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Figure 1.  Electricity Load Graph for Monday 

 

Figure 1 illustrates that the electrical load profile tends to be lower during the early morning 

to morning hours, followed by a substantial increase starting in the afternoon and reaching a peak 

in the late afternoon to evening period, approximately between 18:00 and 20:00. The test curve 

generally lies above the training and target curves, while the target data represent actual load 

fluctuations with a pronounced peak during peak-demand hours. Overall, the figure indicates that 

the modeled results successfully capture the typical daily load trend observed on working days. 

3.1.2 Tuesday Load Forecasting 

The electrical load profile for Tuesday is presented to illustrate the pattern of load variations 

over 24 hours and to compare the forecasted results with the actual data as a basis for evaluating 

the performance of the proposed model, as shown below. 

 

 
Figure 2. Grafik Electricity Load Graph on Tuesday 

 

Figure 2 presents the 24-hour daily electrical load profile for Tuesday, comparing the training 

data, testing data, and actual load values. The electrical demand remains relatively low during the 

early morning hours, then gradually increases from morning to midday, and reaches its peak in 

the evening period, approximately between 19:00 and 21:00, before declining thereafter. Overall, 

the predicted results closely follow the actual load pattern, indicating that the model is capable of 

representing the daily electrical load characteristics, although minor deviations are observed at 

certain hours. 

3.1.3 Wednesday Load Forecasting 

The electrical load profile for Wednesday is presented to illustrate the pattern of load 

variations over 24 hours and to assess the level of agreement between the predicted results and 

the target data as a basis for evaluating the model performance, as shown in the following 

figure. 
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Figure 3. Wednesday's load graph 

 

Figure 3 illustrates the 24-hour daily electrical load profile for Wednesday, comparing the 

training data, testing data, and actual load values. The electrical demand remains relatively low 

during the early morning hours, followed by a gradual increase from morning to midday, and 

reaches its peak in the evening period, approximately between 19:00 and 21:00, before declining 

thereafter. The close agreement between the predicted results and the actual data indicates that 

the model is able to adequately represent the daily electrical load characteristics, although some 

discrepancies are observed at certain time intervals. 

3.1.4 Thursday Electrical Load Forecasting 

The electrical load profile for Thursday is presented to illustrate daily load fluctuations over 

24 hours and to compare the predicted results with the target data as a basis for evaluating the 

model performance, as shown in the following figure. 

 
Figure 4. Electricity Load Graph for Thursday 

 

Overall, Figure 4 shows that the electrical load tends to be lower during the early morning to 

morning hours, then increases from the afternoon and reaches a peak in the late afternoon to 

evening period, approximately between 19:00 and 21:00. The test curve generally lies above the 

training and target curves, indicating higher estimated values, while the target curve represents 

the actual load pattern used as a reference. This figure illustrates the comparative performance of 

the model against the actual data in forecasting daily electrical demand. 

3.1.5 Friday Electrical Load Forecasting 

The electrical load profile for Friday is presented to illustrate the pattern of load variations 

over a 24-hour period and to serve as a basis for evaluating the agreement between the predicted 

results and the actual data, as shown in the following figure. 
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Figure 5. Electricity Load Graph for Friday 

 

Figure 5 illustrates that the electrical load remains relatively low from the early morning to the 

morning hours, then gradually increases from the afternoon and reaches its peak during the late 

afternoon to evening period, approximately between 19:00 and 21:00. The test curve tends to lie 

above the training and target curves, indicating higher estimated values, while the target curve 

represents the actual daily load pattern. Overall, the figure demonstrates a strong consistency 

between the modeled results and the actual data in forecasting daily electrical demand. 

3.1.6 Saturday Electrical Load Forecasting 

The electrical load profile for Saturday is presented to illustrate the characteristics of electrical 

demand over a 24-hour period and to evaluate the performance of the forecasting model based on 

the agreement between the predicted results and the actual data, as shown in the following figure. 

 

 
Figure 6. Saturday's Electricity Load Graph 

 

Overall, the electrical load remains relatively low from the early morning to the morning hours, 

then gradually increases from the afternoon and reaches its peak during the late afternoon to 

evening period, approximately between 18:00 and 20:00. The test curve tends to lie above the 

training and target curves, while the target curve represents the actual load pattern. This figure 

demonstrates a consistent trend between the modeled results and the observed daily electrical load 

conditions. 

3.1.7 Sunday Electrical Load Forecasting 

The electrical load profile for Sunday is presented to illustrate the pattern of load variations 

over a 24-hour period and to assess the level of agreement between the predicted results and the 

target data as a basis for evaluating the model performance, as shown in the following figure. 
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Figure 7. Sunday Electricity Load Graph 

 

Figure 7 illustrates that the electrical load remains relatively low from the early morning to the 

morning hours, then increases gradually from midday and reaches its peak during the evening 

period, approximately between 19:00 and 21:00. The Test curve generally lies above the Train 

and Target curves, indicating higher estimated values, while the Target curve represents the actual 

daily load pattern. Overall, the graph demonstrates a similar trend between the modeled results 

and the actual data in forecasting the daily electrical load during the weekend. 

3.1.8  Mean Absolute Percentage Error (MAPE) in Load Forecasting 

The following table summarizes the daily Mean Absolute Percentage Error (MAPE) values 

obtained from the training and testing results using the Extreme Learning Machine (ELM) method 

for load forecasting. 

Table 2. MAPE Results of Electrical Load Forecasting Using the Extreme Learning Machine  

Day MAPE Training (%) Accuracy Category MAPE Testing (%) Accuracy Category 

Monday 7.3863 Very Good 17.8172 Good 

Tuesday 13.6250 Good 33.0897 Fair 

Wednesday 6.4549 Very Good 19.5864 Good 

Thursday 7.9836 Very Good 13.4451 Good 

Friday 6.0657 Very Good 14.2526 Good 

Saturday 9.9366 Very Good 25.0318 Fair 

Sunday 5.8390 Very Good 21.7693 Fair 

 

Table 2 summarizes the MAPE results for both training and testing datasets. The training 

data exhibit consistently low MAPE values across all days, ranging from 5.8390% to 13.6250%, 

which fall within the very good to good accuracy categories. These results indicate that the 

Extreme Learning Machine (ELM) model is capable of learning daily electrical load patterns with 

high accuracy. For the testing data, the MAPE values range from 13.4451% to 33.0897%, 

corresponding to good to fair accuracy levels. The highest MAPE is observed on Tuesday, 

suggesting the presence of more complex load variations on that day. Overall, the evaluation 

results demonstrate that the Extreme Learning Machine method provides satisfactory 

performance in daily load forecasting, with an acceptable level of generalization when applied to 

unseen data. 
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4 Conclusions 

Based on the results of the daily electrical load forecasting study conducted in Ternate City, 

several conclusions can be drawn as follows: 

1. The Mean Absolute Percentage Error (MAPE) values obtained from the training dataset range 

from 5.84% to 13.63%, which fall within the very good to good accuracy categories. These 

results indicate that the proposed model is able to effectively learn and represent daily 

electrical load patterns. 

2. For the testing dataset, the MAPE values range from 13.45% to 33.09%, corresponding to 

good to fair accuracy levels. The highest prediction error occurs on Tuesday, suggesting the 

presence of more complex and dynamic load variations on that particular day. 

3. Overall, the Extreme Learning Machine (ELM) method can be considered a reliable approach 

for supporting power system planning and enhancing the quality of electrical power flow 

management in Ternate City. 

Acknowledgements 

The authors would like to express their gratitude to the Faculty of Engineering for the support 

provided, which enabled this research to be conducted and completed successfully. 

References 

Abbas, M., Che, Y., Maqsood, S., Yousaf, M. Z., Abdullah, M., Khan, W., Khalid, S., Bajaj, M., 

& Shabaz, M. (2025). Self-adaptive evolutionary neural networks for high-precision short-

term electric load forecasting. Scientific Reports, 15(1), 1–21. 

https://doi.org/10.1038/s41598-025-05918-w 

Alsalem, K. (2025). A hybrid time series forecasting approach integrating fuzzy clustering and 

machine learning for enhanced power consumption prediction. Scientific Reports, 15(1), 1–

16. https://doi.org/10.1038/s41598-025-91123-8 

Brahim, R., Ahlam, L., Hamza, A., & Güler, İ. (2025). Power Forecasting Using ANN and ELM: 

A Comparative Evaluation of Machine Learning Approaches. Mathematical Modelling of 

Engineering Problems, 12(1), 1–8. https://doi.org/10.18280/mmep.120101 

Caessar, A. S., & Nrartha, I. M. A. (2024). Perbandingan Metode Koefisien Dengan Jaringan 

Syaraf Tiruan Pada Peramalan Beban Listrik Jangka Pendek. 6(November 2023), 1–8. 

de Mattos Neto, P. S. G., de Oliveira, J. F. L., Bassetto, P., Siqueira, H. V., Barbosa, L., Alves, 

E. P., Marinho, M. H. N., Rissi, G. F., & Li, F. (2021). Energy consumption forecasting for 

smart meters using extreme learning machine ensemble. Sensors, 21(23), 1–18. 

https://doi.org/10.3390/s21238096 

Hussain, I., Ching, K. B., Uttraphan, C., Tay, K. G., & Noor, A. (2025). Evaluating machine 

learning algorithms for energy consumption prediction in electric vehicles: A comparative 

study. Scientific Reports, 15(1), 1–20. https://doi.org/10.1038/s41598-025-94946-7 

Ilyas, A. M., Suyuti, A., Gunadin, I. C., & Said, S. M. (2021). Forecasting model of power 

generated by wind power plants. IOP Conference Series: Earth and Environmental Science, 

926(1). https://doi.org/10.1088/1755-1315/926/1/012084 

Ilyas, A. M., Suyuti, A., Gunadin, I. C., & Said, S. M. (2022). Optimal Power Flow Model 

Integrated Electric Power System with Wind Power Generation - Case Study: Electricity 

System South Sulawesi-Indonesia. International Journal of Intelligent Engineering and 

Systems, 15(4), 415–425. https://doi.org/10.22266/ijies2022.0831.37 

Jain, A., & Gupta, S. C. (2024). Evaluation of electrical load demand forecasting using various 

machine learning algorithms. Frontiers in Energy Research, 12(June), 1–18. 

https://doi.org/10.3389/fenrg.2024.1408119 

Kireyna Cindy Pradhisa, K., & Yotenka, R. (2024). Penerapan Metode Extreme Learning 



 

 
ISSN (online): 2723-1240                                 ◼     

  

DOI : https://doi.org/10.61628/jsce.v7i1.2465                                ◼  88 

Machine (ELM) untuk Meramalkan Produksi Air Minum dan Air yang Dijual di Kota 

Yogyakarta Tahun 2023. Emerging Statistics and Data Science Journal, 2(2), 258–263. 

https://doi.org/10.20885/esds.vol2.iss.2.art19 

Kızıldağ, M., Abut, F., & Akay, M. F. (2024). Development of New Electricity System Marginal 

Price Forecasting Models Using Statistical and Artificial Intelligence Methods. Applied 

Sciences (Switzerland), 14(21). https://doi.org/10.3390/app142110011 

Malini, R. S., Sahroni, A., & Setiawan, H. (2025). Analisis Tren Historis Dan Prediksi Beban 

Listrik Pada Tenaga Listrik Menggunakan Artificial Neural Network Dengan Metode 

Backpropagation : Systematic Literature Review. 27(2), 162–168. 

Morais, E. M. T. P. V. G. ; H. (2022). Electrical Load Demand Forecasting Using Feed-Forward 

Neural Networks. Energies, 606(February), 1–15. https://doi.org/10.1007/978-3-319-

58487-4_9 

Román, S. A. R. L., Collazos, S. Z., & Chavez, J. A. C. (2024). Model for Reducing Mean 

Absolute Percentage Error through Smoothing and Time Series Forecasting In a Tourism 

SME: A Case Study. Journal of Machine Intelligence and Data Science, 5. 

https://doi.org/10.11159/jmids.2024.012 

Said, S. M., & Ilyas, A. M. (2024). Forecasting South Sulawesi Electrical Energy Consumption 

Using Artificial Neural Network. Przeglad Elektrotechniczny, 2024(3), 191–195. 

https://doi.org/10.15199/48.2024.03.34 

Shafiullah, M., Rana, M. J., Shahriar, M. S., Al-Sulaiman, F. A., Ahmed, S. D., & Ali, A. (2021). 

Extreme learning machine for real-time damping of LFO in power system networks. 

Electrical Engineering, 103(1), 279–292. https://doi.org/10.1007/s00202-020-01075-7 

Sun, L., Lin, Y., Pan, N., Fu, Q., Chen, L., & Yang, J. (2023). Demand-Side Electricity Load 

Forecasting Based on Time-Series Decomposition Combined with Kernel Extreme Learning 

Machine Improved by Sparrow Algorithm. Energies, 16(23). 

https://doi.org/10.3390/en16237714 

Wang, H., Zhang, Y., & Mu, L. (2024). Short-Term Electrical Load Forecasting Using an 

Enhanced Extreme Learning Machine Based on the Improved Dwarf Mongoose 

Optimization Algorithm. Symmetry, 16(5). https://doi.org/10.3390/sym16050628 

Wang, J., Lu, S., Wang, S., & Zhang, Y. (2022). A review on extreme learning machine. Springer, 

41611–41660. 

Yu, G. L. Z. J. H. (2024). Short‑Term Electrical Load Forecasting Based on Fuzzy Rough Set 

Feature Selection and Multi‑kernel Extreme Learning Machine. Springer. 

Zhao, X., Wang, J., Zhang, T., Cui, D., Li, G., & Zhou, M. (2022). A novel short-term load 

forecasting approach based on kernel extreme learning machine: A provincial case in China. 

IET Renewable Power Generation, 16(12), 2658–2666. https://doi.org/10.1049/rpg2.12373 

 


